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Networked Dual-Mode Adaptive Horizon MPC for
Constrained Nonlinear Systems

Pengfei Li , Yu Kang , Senior Member, IEEE, Yun-Bo Zhao , Senior Member, IEEE, and Tao Wang

Abstract—This article investigates the predictive control
scheme and related stability issue for a class of discrete-time per-
turbed nonlinear system with state and input constraints. First,
we propose a novel control framework, i.e., networked dual-mode
adaptive horizon model predictive control (MPC), which consists
of a local controller, a remote controller that is subject to packet
losses, and a judger coordinating the switchings between them.
The optimization procedure of MPC with variable prediction
horizon is implemented in the remote controller while a simple
state-feedback control law is in the local one. Second, to establish
the stability condition, we propose a new Lyapunov function. By
specifying the relation between the Lyapunov function and the
optimal MPC value function, the input-to-state practical stability
is established. Finally, simulation results show the effectiveness
of our proposed control scheme.

Index Terms—Adaptive horizon model predictive control
(MPC), bounded disturbances, dual-mode MPC, packet losses.

I. INTRODUCTION

NETWORKED control systems (NCSs) have attracted
considerable attention in the past decades [1]. Although

the usage of the networks to convey the sensing and con-
trol data brings many advantages, it also gives rise to
some new challenges due to the unreliable transmission,
e.g., delays and packet losses. These imperfections deteri-
orate the control performance or even cause instability if
without further treatment. Therefore, significant effort ranging
from control schemes [2], scheduling strategies [3], sampling
mechanisms [4], etc., has been devoted to overcome these
problems. The related works can be found in [5]–[7] and the
references therein.
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To date, the results for NCSs mainly focus on the linear
systems, but for the constrained nonlinear NCSs, fairly lim-
ited results have been reported. The difficulties mainly stem
from the coupling of nonlinearity and network effects as well
as the state and input constraints. A powerful tool in the study
of the constrained nonlinear system is model predictive control
(MPC), which optimizes the control cost while explicitly tak-
ing the constraints into consideration, and hence has potential
applications in many research fields (see [8]–[11]). However,
the MPC is required to solve a finite horizon optimal con-
trol problem (FHOCP) online within a specified time interval,
which is a computation-intensive process for the problems with
large prediction horizon and high dimensionality [12]. This
requirement is often a limitation as the demand of computing
resources may not be affordable by a simple controller or the
large computing delay will corrupt the control performance.
Therefore, when adopting the MPC-based scheme to study
the nonlinear NCSs, a more practical the MPC algorithm is
desirable and is able to further counteract the adverse network
effects.

Fortunately, the problems of network effects and comput-
ing resource can be effectively handled by networked MPC.
On the one hand, the networked configuration lessens the
computing resource demand from the local controller by
offloading the optimization procedure onto a remote con-
troller which usually has strong computing power, e.g., the
cloud computing system or the server. On the other hand,
the adverse network effects can be actively compensated
by the packet-based transmission, which is also a strength
brought by networks [13]. Therefore, the networked MPC
has received much attention. Associated works are reviewed
as follows. In [14], the MPC strategy is designed for
unconstrained nonlinear NCSs. The sensor-to-controller (S-C)
packet loss and controller-to-actuator (C-A) packet loss are
both considered and stability is guaranteed. For the con-
strained nonlinear NCSs, Quevedo and Nešić [15] proved
the input-to-state stability (ISS) based on the packet-based
scheme when considering the C-A packet loss. This result
has been extended to the two-channel packet losses case
in [16] and the input-to-state practical stability (ISpS) is estab-
lished therein. Besides, the results for the random packet
losses [17], [18] and the network delay [19], [20] have also
been reported.

Throughout the above work, the proposed methods focus
on the compensation for delays or packet losses. However,
there exist two issues need to be further addressed: 1) the
computing time may be large as the scale of the optimization
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problem remains unchanged and 2) the frequent occupation of
the unreliable networks will cause the degradation of the con-
trol performance and, meanwhile, waste the communication
resource.

For the first challenge, the large computing load partly stems
from the long prediction horizon. Therefore, adaptive hori-
zon MPC (AHMPC) is proposed to reduce the computing
load by adaptively adjusting the prediction horizon. As too
long prediction horizon results in the large computing load
while too short causes infeasibility, a vital question arises:
how to determine a desirable prediction horizon online. A
straightforward method is to treat the horizon as a deci-
sion variable [21], leading to a mixed-integer programming
that may be intractable, especially, for nonlinear systems.
One may notice that the closer the state is to the terminal
set, the fewer steps are needed to steer the state into the
terminal set by the admissible control sequence. With this
observation, a shrinking horizon MPC is adopted in [22],
where the prediction horizon is determined by a novel robust
constraint tightening scheme in MPC formulation. The shrink-
ing horizon has strict requirement on the disturbance, which
may be too conservative when considering the packet losses.
Hence, the more general time-varying horizon should be con-
sidered where an expanding horizon is also allowable (see
the cyclic horizon [23], the heuristic horizon [24], and the
sensitivity-based horizon [25]). Notice that both the meth-
ods in [23] and [24] are applied for the disturbance-free
system, and cannot be directly extended to the perturbed case.
The sensitivity-based horizon method requires the extra sen-
sitivity calculations of the associated nonlinear programming
which may be not simple in practice. Moreover, the network
effects are not considered, which could influence the esti-
mation of the prediction horizon and complicate the stability
analysis.

With the packet-based control scheme, a new control sig-
nal will be provided for the actuator when C-A packet loss
occurs and the stability is thereby guaranteed. But this control
signal is in general not optimal, leading to the degrada-
tion of the control performance. To deal with this problem,
an intuitive approach is to reduce the use of the unreli-
able network by employing a simple local controller (e.g., a
microchip) which is hard wired to the sensor and actuator
(without packet losses) and able to perform some moder-
ate tasks. Consequently, the control tasks of the NCSs with
dual-controller structure will be completed by the coordina-
tion between the two controllers. Taking the flight mission
of an unmanned aerial vehicle (UAV) for example [26], the
remote controller is the ground-control center that performs
complex task, e.g., mission planning or path planning, while
the local controller implemented in an integrated chip on the
UAV executes some moderate task, e.g., cruising and colli-
sion avoidance. The remaining problems include the design of
the MPC algorithm with two controllers and the design of the
coordination mechanism such that the remote controller will
be used only if necessary.

With the above inspirations, we propose a networked dual-
mode AHMPC scheme, which consists of an AHMPC-based
controller implemented at the remote side, a local controller

with simple computing tasks and a judger coordinating them
(shown in Fig. 1). The stability of the resultant NCSs is also
analyzed. The main contributions are summarized as follows.

1) We develop a novel networked MPC framework which
has high computational efficiency and good control
performance. Compared with the conventional net-
worked MPC in [15]–[17], the main advantages are
threefold: a) an efficient AHMPC scheme with simple
prediction horizon estimation algorithm is implemented;
b) the deployed judger reduces the number of trans-
missions and thus reduces the energy consumption,
especially, for the battery-powered sensor; and c) better
control performance is obtained as part of the control
signals generated by the local controller do not subject
to packet losses.

2) The stability conditions are established by generalizing
the method proposed in [15]. Due to the two-channel
packet losses and the time-varying horizon, the optimal
value function cannot serve as the Lyapunov function.
We construct a new Lyapunov function dependent on the
prediction horizon, actual state, and the estimated state-
related optimal control sequence, then based on which
the stability is obtained.

The remainder of this article is organized as follows.
Section II provides the problem formulation. The control
framework is elaborated in Section III. The stability analysis
is performed in Section IV. Section V shows the effectiveness
of our scheme by a numerical example. Section VI concludes
this article.

Notations: Throughout this article, R(R≥0) and Z0 represent
the sets of reals (non-negative reals) and non-negative integers,
respectively. Rn represents the n-dimensional Euclidean space.
0n and In stand for the n × n-dimensional zero matrix and
identity matrix, respectively. For a vector x, xT is the transpose
of x and ‖x‖ means the Euclidean norm of x. ∅ is the empty
set. Given two sets A, B ∈ R

n, the Pontryagin difference set is
defined as A�B � {x : x+y ∈ A ∀y ∈ B}. Let Bn(r) is a closed
ball in Rn centered in origin of radius r, i.e., Bn(r) � {x ∈
Rn : ‖x‖ ≤ r}. α1 ◦α2 is the composition of two functions α1
and α2. A continuous function α : R≥0 → R≥0 is said to be
of class-K function, if it is strictly increasing, and α(0) = 0.
It is said to be of class K∞, if it is of class K and α(s) → ∞
as s → ∞. A continuous function β : R≥0 × R≥0 → R≥0 is
of class-KL function if β(s, k) is of class K for fixed k, and is
strictly decreasing in k with β(s, k) → 0 as k → ∞ (see [27]
for details).

II. PROBLEM STATEMENT

Consider the NCS with control structure illustrated in Fig. 1,
which consists of a plant (including sensor and actuator), local
and remote controllers, communication networks, and a judger.

The plant is described by the discrete-time nonlinear system

x(k + 1) = f (x(k), u(k), w(k)), k ∈ Z0 (1)

where x(k) ∈ R
n, u(k) ∈ R

r, and w(k) ∈ R
m are the plant state,

control input, and uncertain external disturbance, respectively.
Assume that x(0) = x0 and f (0, 0, 0) = 0. The plant states
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Fig. 1. Overview of NCSs with dual-controller structure.

and inputs are constrained as

x(k) ∈ X, u(k) ∈ U ∀k ∈ Z0

where X and U are compact set and contain the origin as an
interior point. Also, w(k) ∈ W with W being a compact set and
0 ∈ W. It can be observed that ‖w(k)‖ ≤ ‖W‖ < ∞ ∀k ∈ Z0,
where ‖W‖ � maxw∈W(‖w‖). We also impose a continuity
assumption for system (1) to guarantee that (1) has a unique
solution.

Assumption 1: There exist class K functions ϕx and ϕw such
that the following inequality:

‖f (x, u, w) − f (y, u, 0)‖ ≤ ϕx(‖x − y‖) + ϕw(‖w‖) (2)

holds for any x, y ∈ X, u ∈ U, and w ∈ W.
The definitions about the invariant set and stability will be

used in the following analysis.
Definition 1 (Control Invariant Set, [28]): A set X ⊆ R

n

is control invariant for the system xk+1 = f (xk, uk), if for all
xk ∈ X, there exists a uk ∈ U such that f (xk, uk) ∈ X.

Definition 2 (RPI, [28]): A set � ⊆ R
n is robust positive

invariant (RPI) for the system xk+1 = f (xk, wk) and the con-
straint set (X,W), if � ⊆ X and f (xk, wk) ∈ � for all xk ∈ �

and wk ∈ W.
Definition 3 (ISpS, [29]): A nonlinear system x(k + 1) =

f (x(k), w(k)) is input-to-state practical stable (ISpS) if there
exist functions γ ∈ K, β ∈ KL and a constant c ≥ 0 such that

‖x(k)‖ ≤ β(‖x0‖, k) + γ (‖W‖) + c ∀k ∈ Z0. (3)

A. Network Model

The data exchange of the remote controller with the judger
and the local controller is through communication networks.
We here consider the data-like networks, the data packets of
which commonly contain fairly large data field. For example,
IEEE 802.11 provides a data field of 2296 bytes at most [30],
and Ethernet IEEE 802.3 frame provides a data field ranging
between 46 and 1500 bytes in length [31]. The large data
field can meet the requirements of the state packet and control
packet for most practical control systems.

The network is prone to packet losses because of the noise
and interference, and the control performance is corrupted as
a result. We denote the packet loss processes of measurement
network (from sensor to controller) and control network (from
controller to actuator) by ds(k) and dc(k), k ∈ Z0, respectively.

That is

ds(k) =
{

1, if state packet is successfully delivered
0, if packet loss occurs

(4)

dc(k) =
{

1, if control packet is successfully delivered
0, if packet loss occurs.

(5)

The following assumption imposes the upper bounds of the
consecutive packet losses, which reflects the reliability of the
networks and can be obtained by experiments.

Assumption 2: The packet losses of two networks occur
randomly, and the maximum lengths of the consecutive packet
losses are bounded by Ns and Nc, respectively. In addition, we
define a useful constant N̄d � Nc + Ns.

B. Fixed-Horizon MPC

In general, the conventional MPC algorithm in many exist-
ing literatures is fixed-horizon. At each time step, we need to
solve the following FHOCP with initial state x and prediction
horizon N, obtain the optimal predictive control sequence
v∗ = {v∗

0, v∗
1, . . . , v∗

N−1}, and apply the first element of v∗
to the actuator. Such procedures are then repeated at the next
sampling time. The FHOCP is defined as

V0
N(x) := min

v

N−1∑
i=0

l(zi, vi) + F(zN)

s.t. zi+1 = f (zi, vi, 0)

z0 = x

zi ∈ X

zN ∈ Xf

vi ∈ U, i = 0, . . . , N − 1 (6)

where Xf is the terminal constraint set, l(z, v) and F(z) are the
stage cost and terminal cost, respectively.

The following assumption on the terminal set Xf is impor-
tant in establishing the stability condition and also provides a
way to design the local controller.

Assumption 3: There exists an auxiliary control law
κ(x) : Xf → U such that, for all x ∈ Xf

F(f (x, κ(x), 0)) − F(x) ≤ −l(x, κ(x)) (7)

and f (x, κ(x), 0) ∈ Xf .
The above assumption indicates that the terminal cost F(x)

is a local control Lyapunov function and Xf is control invari-
ant for the disturbance-free system. Hence, this assumption
is often adopted to establish the stability in many MPC [28].
This assumption also provides a guideline for designing the
local state-feedback control law κ(x). Indeed, many methods
can be used to design this control law, among which we prefer
the LQR controller based on the linearized system because of
the better control performance in terminal set Xf [25].

C. Research Objective

In the following, we present our main research objective,
i.e., design an efficient control scheme that meets the control
and state constraints, in order that the state is driven to/near
to the operation point. The core challenges of this objective
can be summarized as the following two problems.
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Fig. 2. Configuration of networked dual-mode MPC.

1) How to implement the local and remote controllers as
well as the coordination mechanism between them, and
how to compensate for the possible packet losses?

2) How to analyze the stability for the resultant nonlinear
NCS with two controllers?

The solutions of both questions are discussed in detail in the
following two sections, respectively.

III. NETWORKED DUAL-MODE AHMPC

The schematic block diagram of the networked dual-mode
AHMPC is illustrated in Fig. 2, where the AHMPC is imple-
mented in the remote controller (surrounded by a red box) to
generate a predictive control packet, and the role of the local
controller (surrounded by a blue box) includes calculating and
storing control sequence and selecting a proper control signal
for the actuator. The judger decides which controller will be
used. The specific functions of these components constitute
the main contents of this section.

A. Local Controller

The local controller has limited computing power and, as a
result, simple tasks, such as logical judgment and arithmetic
operations, can be carried out. So all components, including
a state/control sequence generator (S/CSG), three buffers and
a control signal selector deployed in the local controller, have
simple computing and storing tasks. Next, we discuss the spe-
cific functions of each component. To begin with, we define
some necessary notions in Fig. 2 that are important in design
the buffering and selection rule.

Let tl(k), tr,s(k), and tr,c(k) represent the time, before or
at time k, when the local controller is last adopted, the state
packet is last delivered successfully, and the control packet
is last accepted by Buffer L(uR), respectively. Based on these
definitions, we have

tl(k) =
{

k if local controller is selected
tl(k − 1) otherwise

(8)

tr,s(k) =
{

k if ds(k) = 1
tr,s(k − 1) otherwise

(9)

where tl(0) = tr,s(0) = 0. Define an indicator function da(k),
if tl(k) < tr,s(k), da(k) = 1; otherwise, da(k) = 0. Then, the
time tr,c(k) with tr,c(0) = 0 is determined by

tr,c(k) =
{

k if da(k) = 1, dc(k) = 1
tr,c(k − 1) otherwise.

(10)

Note that the remote control packet can be accepted only when
new state has been received by the remote controller after
tl(k) (da(k) = 1) and the control packet has been successfully
transmitted. Indeed, if da(k) = 0, the remote control sequence,
compared with the local one, is obtained by using an older
system state, and thus should be discarded.

S/CSG: The role of S/CSG is to compute both the predictive
control sequence and state sequence. The specific process is

νi(k) = κ
(
x̂i(k)

)
x̂i+1(k) = f

(
x̂i(k), νi(k), 0

)
, 0 ≤ i ≤ N̄d − 1 (11)

where x̂0(k) = x(k), κ(.) is an auxiliary control law that can
be designed based on Assumption 3. The resultant predictive
control sequence ul(k) = {ν0(k), . . . , νN̄d−1(k)} is stored in
BufferL(uL) and the corresponding predicted state sequence
x̂l(k) = {x̂1(k), . . . , x̂N̄d

(k)} is stored in BufferL(x̂L).
Three Buffers and a Selector: Two buffers storing the con-

trol sequence provide two alternative control signals, namely,
either ul(k) or ur(k). Then a proper control signal is selected
based on a certain selection rule.

Denote the content of BufferL(uR) at time k by blr(k), then
the update mechanism can be formulated by

blr(k) = (1 − dc(k)da(k))Sblr(k − 1) + dc(k)da(k)ur(k)

ur(k) = eTblr(k) (12)

where ur(k) is the remote predictive control packet, ur(k) is the
first element of blr(k), the matrices S and e have the following
structures with compatible dimensions:

S �

⎡
⎢⎢⎢⎢⎢⎣

0 I 0 . . . 0
...

. . .
. . .

. . .
...

0 . . . 0 I 0
0 . . . . . . 0 I
0 . . . . . . . . . 0

⎤
⎥⎥⎥⎥⎥⎦

, e �

⎡
⎢⎢⎢⎣

I
0
...

0

⎤
⎥⎥⎥⎦.

Similarly, denote the content of BufferL(uL) by bll(k), then

bll(k) = (1 − dl(k))Sbll(k − 1) + dl(k)ul(k)

ul(k) = eTbll(k) (13)

where dl(k) = 1 if the local controller is selected at time k;
dl(k) = 0, otherwise.

The content of BufferL(x̂L) is denoted by sll(k), we have

sll(k) = (1 − dl(k))Ssll(k − 1) + dl(k)x̂l(k)

x̂l(k + 1) = eTsll(k) (14)

where x̂l(k + 1) is one step prediction of state and will be
provided to the judger at the next time step k + 1.

Finally, we design the following selection rule:

u(k) =
{

ur(k) if tr,c(k) ≥ tl(k)
ul(k) otherwise.

(15)
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Remark 1: One may notice the following.
1) In general, tl(k) and tr,s(k) are available to the judger

and remote controller, respectively. Moreover, tr,s(k) is
also available to the judger due to the acknowledgment
(ACK) signal. BufferL(uR) determines the time tr,c(k)
on the basis of tl(k) and tr,s(k) that delivered from
the judger. Similarly, the judger also knows the time
tr,c(k − 1) (see Fig. 2).

2) It should be emphasized that the remote controller can-
not distinguish whether the packet loss occurs or the
local controller is selected when the state packet is not
received. Hence, the remote controller will operate nor-
mally although the local controller is selected. That is
to say, BufferL(uR) may receive control packet which
is computed based on a somewhat outdated estimated
state and should be discarded. The packet acceptance
condition tl(k) < tr,s(k) in (10) implies that the remote
controller is selected currently and new state packet has
been received by remote controller after time tl(k), then
if the control packet is successfully delivered, it will be
accepted.

3) The purpose of deploying BufferL(x̂L) is to provide
the actual control input for the state estimator in
remote controller when the actual input is selected
from BufferL(uR). This is because ul(k) can be directly
derived from the local estimated state x̂l(k), i.e., ul(k) =
κ(x̂l(k)). Based on the actual input, AHMPC will make
a more precise state estimation and further produce more
proper control sequence (see Section III-C for details).

B. Judger

The judger coordinates the switching of the two controllers
based on a predefined selection rule. Motivated by the dual-
model MPC [32], where the auxiliary control law is applied
replacing the MPC law when the state enters into the terminal
constraint set. Hence, we design the following switching rule.

Rule 1: If x(k) ∈ Xf , the local controller is selected;
otherwise, the remote one is selected.

One may notice that the terminal set Xf in this article is
a control invariant set for the nominal system of (1) (see
Assumption 3). Therefore, because of the disturbance and the
consecutive packet losses of two networks, the state x(k) may
leave from Xf , then the activated controller can be switched
from the local one to the remote counterpart.

Another important role of the judger is to lump the neces-
sary data into a packet and transmit it if the remote controller
is selected. In Fig. 2, X(k) represents the transmitted packet
from the judger and Y(k) the corresponding received packet.

We adjust the packing scheme of X(k) for the purpose that
the remote estimator is able to make a more precise estimation.
To be specific

X(k) =
{{

x(k), x̂l(k)
}

if tr,c(k − 1) < tl(k)
{x(k)} otherwise

(16)

where tr,c(k−1) < tl(k) means that no new control packet has
been accepted by BufferL(uR) during time interval (tl(k), k),
and consequently, the local control input will be selected as the
actual input. However, the local control input is unavailable to

Algorithm 1: State Estimation

x̂r(k)=generateES(Y(k));
Input: the received packet Y(k)
Output: the estimated state x̂r(k)
if Y(k) �= ∅ then

tr,s(k) = k, s(k) = 0;
x̂r(k) = x(k);
record Y(tr,s(k));
if Y(k) = {x(k), x̂l(k)} then

ul(k) = κ(x̂l(k));
end

else
tr,s(k) = tr,s(k − 1);
s(k) = s(k − 1) + dc(k − 1);
if s(k) > 0 or Y(tr,s(k)) = {x(tr,s(k))} then

x̂r(k) = f (x̂r(k − 1), ur(k − 1), 0);
else

x̂r(k) = f (x̂r(k − 1), ul(k − 1), 0);
x̂l(k) = f (x̂l(k − 1), ul(k − 1), 0);
ul(k) = κ(x̂l(k));

end
end
return x̂r(k);

the remote controller, the local estimated state x̂l(k), which is
closely related to the local input ul(k) according to (11), is
added into X(k) to overcome such difficulty.

C. Remote Controller: AHMPC

The AHMPC is implemented at the remote side (see Fig. 2),
which has strong computing power and is capable to solve the
FHOCP efficiently. The control structure of remote controller
includes five components and is elaborated in the following.

Buffer: Similar to the buffers deployed in the local con-
troller, we deploy a buffer at the remote side [BufferR(uR)

in Fig. 2] for storing the control sequence and providing the
control input for the state estimator. Denote the content of this
buffer by brr(k), then we have

brr(k) = dc(k)Sbrr(k − 1) + (1 − dc(k))ur(k)

ur(k) = eTbrr(k) (17)

where brr(0) = 0, ur(k) is remote predictive control packet,
dc(k) is defined in (5) and is available to remote controller
through ACK signal.

State Estimator: The state estimator calculates an estima-
tion of the current plant state if the packet loss occurs. The
estimation algorithm is given by Algorithm 1.

The following three aspects about this algorithm are note-
worthy.

1) The time instant tr,s(k) defined in (9) representing the
time when the latest state packet is successfully deliv-
ered before or at time k, is also recorded in the state
estimator.

2) The variable s(k) can be rewritten as s(k) =∑k−1
i=tr,s(k)

dc(i), which reflects the transmissions over
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Algorithm 2: Prediction Horizon Estimation

N(k)=estimatePH(x̂r(k));
Input: The estimated state x̂r(k)
Output: The prediction horizon N(k)
Initialization: Update the latest M control and state
sequences BM(k), and let the lower bound of the
prediction horizon be N(k) = N(tM) − (k − tM);
if k = 0 then

N(k) = Nmax;
else

for i = 1 : M do
find H nearest points {x̂l1(ti), . . . , x̂lH (ti)} for
x̂r(k) from x̂N(ti)(ti);
for j = 1 : H do

if {v∗
lj
(ti), . . . , v∗

N(ti)−1(ti)} is a feasible control

sequence for x̂r(k) then
N̂(i, j) = max{N(k), N(ti) − lj};

else
N̂(i, j) = Nmax;

end
end

end
N(k) = mini,j{N̂(i, j)};

end
return N(k);

control network. s(k) = 0 means no control packet has
been successfully transmitted during [tr,s(k), k).

3) Note that although s(k) > 0, the local controller may be
selected at time tl(k), where tr,s(k) < tl(k) ≤ k, then the
remote control packet will be rejected by BufferL(uR)

even if it is transmitted successfully. Since no new
state packet has been successfully transmitted during
the interval [tl(k), k), the remote estimated state can be
arbitrary.

MPC: The key component of the remote controller is MPC,
which is employed to calculate the predictive control sequence
by solving the FHOCP (6). At time k, the prediction horizon
of the FHOCP is N(k) and the initial condition is the esti-
mated state x̂r(k). The resultant control sequence is denoted
by u∗

N(k)(k) = {v∗
0(k), . . . , v∗

N(k)−1(k)}, the predicted state
sequence is x̂N(k)(k) = {x̂0(k), . . . , x̂N(k)−1(k)}and the optimal
MPC value function is defined as

V0
N(k)

(
x̂r(k)

) =
N(k)−1∑

j=0

l
(

x̂j(k), v∗
j (k)

)
+ F

(
x̂N(k)(k)

)
(18)

where x̂0(k) = x̂r(k). u∗
N(k)(k) and x̂N(k)(k) will be used to

estimate the prediction horizon. The prediction horizon can
be variable and dependent on the estimated state at each time
step, thus the overall process is also called AHMPC.

Prediction Horizon Estimator (PHE): Once the estimated
state is obtained, we need to determine the prediction horizon
N(k) before solving the MPC. It is a fairly difficult problem in
general as the relation between the initial state and resultant
control sequence is hard to be explicitly specified.

Inspired by the fact that the historical predicted control
sequences can be used to construct a feasible control sequence
as long as the difference between the actual system state and
predicted state is small [33], we here use such feasible control
sequence to determine the prediction horizon by recognizing
the time steps required to steer the state into the terminal con-
straint set. To realize this idea, we need the latest M state
and control sequence pairs BM(k) � {B(t1), . . . , B(tM)} where
B(ti) = {x̂N(ti)(ti), u∗

N(ti)
(ti)}, and t1, . . . , tM are the latest M

times when the MPC is performed before k with tM being the
latest. We also set a lower bound of the prediction horizon
N(k) = N(tM) − (k − tM) in order for easy stability analy-
sis (k + N(k) ≥ tM + N(tM)). Algorithm 2 gives the specific
estimation process.

It should be indicated that:
1) the above algorithm exploits MH nearest points from the

previous M control and state sequence pairs to increase
the robustness against the disturbance and the possible
packet losses;

2) if the number of available control and state sequence
pairs is smaller than M, all these pairs will be consid-
ered. Similarly, if the length of the state sequence is less
than H, all elements of the sequence will be checked;

3) the M control and state sequence pairs can be analyzed
in a parallel manner to lower the computing time.

Control Packet Generator (CPG): In order to compensate
for the consecutive packet losses, the control packet length is
set to be N̄d. The role of the CPG is to generate the control
packet on the basis of the optimal control sequence u∗

N(k)(k)
and an auxiliary control law. Specifically, if N̄d ≤ N(k), the
first N̄d elements of u∗

N(k)(k) is selected to constitute the con-
trol packet. Otherwise, in addition to the u∗

N(k)(k), the CPG
will generate the remaining control signals with resorting to
an auxiliary control law κ(x). The existence of such control
law is guaranteed by Assumption 3. The constructing process
is formulated below

vi(k) = κ
(
x̂i(k)

)
x̂i+1(k) = f

(
x̂i(k), vi(k), 0

)
, N(k) ≤ i ≤ N̄d − 1. (19)

By this way, the generated control packet is denoted by

ur(k)=
⎧⎨
⎩
{

v∗
0(k), . . . , v∗̄

Nd−1
(k)

}
, if N(k)≥ N̄d{

u∗
N(k)(k), vN(k)(k), . . . , vN̄d−1(k)

}
, otherwise

which will be transmitted to the local controller through the
control network.

Work in an Efficient Manner: The control packet will be
generated in a more efficient manner. To describe this manner,
we denote the time when the control packet is last transmitted
successfully before or at time k by tcp(k). The MPC, PHE, and
CPG only work if there is further state information provided,
i.e., if tr,s(k) > tcp(k) [new sensing data has been received
after tcp(k)]. Note that BufferR(uR) will update continuously.
For more details, please refer to [16].

Example: We take the following scalar system for example
to clarify the AHMPC algorithm. The system is given by

x(k + 1) = 1.2x(k) + 0.08x(k)u(k) + 0.5u(k) + w(k)
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with the constraints |x(k)| < 4, |u(k)| < 1.2, |w(k)| < 0.03.
The stage cost and terminal cost are l(x, u) = 0.1x2 + u2 and
F(x) = 2.2x2, the terminal set is Xf = {x|F(x) ≤ 0.1}. The
initial prediction horizon is Nmax = 6.

A distinct feature of the AHMPC algorithm is the variable
prediction horizon. Hence, in this example, the PHE algorithm
will be explained in detail. For simplicity, we set H = 1 for
Algorithm 2. Suppose that the MPC has been performed at k =
3 (x̂r(3) = 1.100, N(3) = 5) and at k = 5 (x̂r(5) = 0.7236,
N(5) = 3). The related state and control sequence pairs
are B(3) = {x̂N(3)(3), u∗

N(3)(3)} and B(5) = {x̂N(5)(5), u∗
N(5)(5)},

where x̂N(3)(3) = {1.100, 0.9444, 0.7259, 0.4662, 0.3083}
u∗

N(3)(3) = {−1.2,−1.2,−1.1158,−0.7277,−0.475}
x̂N(5)(5) = {0.7236, 0.4649, 0.3077}
u∗

N(5)(5) = {−1.1122,−0.7254,−0.4734}.
Assume that the MPC is performed at k = 6. We set M = 1

for Algorithm 2, i.e., the latest state and control sequence pair
B(5) is utilized, then the lower bound of N(6) is N(6) = 2.
Given that x̂r(6) = 0.4642, the nearest point is 0.4649 (l1 = 1)
and the control sequence {−0.7254,−0.4734} is feasible, then
we have N(6) = 2. However, if x̂r(6) = 0.4655, we can verify
that {−0.7254,−0.4734} is no longer feasible, which leads to
N(6) = Nmax = 6. This is because of the disturbance and
the fact that packet loss may occur at k = 5. Now, if we
set M = 2 for Algorithm 2, then both B(3) and B(5) will
be used. For B(3), the nearest point is 0.4662 (l1 = 3) and
the control sequence {−0.7277,−0.475} is feasible. Then, we
have N(6) = N(3) − l1 = 2. Therefore, we can observe that
large M increases the robustness against the disturbance and
packet losses. In fact, another parameter H plays similar role
in Algorithm 2. The remaining tasks of the AHMPC include
computing the remote control packet and transmitting it to the
local controller, which are completed by the MPC and CPG.

D. Overall Control Algorithm

With the above configurations, the flowchart of the proposed
networked dual-mode AHMPC scheme is shown in Fig. 3, and
the overall principle is summarized as follows.

1) At each time k, the sensor measures the plant state.
The state will be transmitted to the remote controller
over the network if the condition x(k) ∈ Xf is vio-
lated. Otherwise, the state will be delivered to the local
controller.

2) If the state is transmitted to the remote controller,
the AHMPC scheme is adopted. First, the estimated
state is yielded by the state estimator (Algorithm 1).
Next, the prediction horizon N(k) can be determined by
the PHE (Algorithm 2). Then, solving the FHOCP (6)
with prediction horizon N(k) obtains the predictive con-
trol sequence u∗

N(k)(k). Finally, the CPG generates the
remote control packet ur(k) with packet length N̄d, and
transmits it to the local controller.

3) If the state is delivered to the local controller, the
deployed S/CSG is used to compute the local predictive
control sequence ul(k) and state sequence x̂l(k).

Fig. 3. Flowchart of the networked dual-mode AHMPC scheme.

4) Finally, all the buffers [BufferL(uL), BufferL(uR), and
BufferL(x̂L)] in the local controller update their contents
based on the corresponding rules. The selector chooses
a proper control input u(k) for the actuator according to
the rule (15).

The overall procedures of the networked dual-mode AHMPC
scheme are demonstrated in Algorithm 3. We assume the ini-
tial state is available to the remote controller and the predictive
control sequence is also available to the BufferL(uR). Such
assumption is not restrictive because the initial control
sequence can be computed offline.

Moreover, the advantages of using the proposed scheme are
also noteworthy.

1) Compared with the non-networked MPC [28], the net-
worked configuration reduces the computing burden of
the local controller, and thus has the potential for broad
applications.

2) The deployment of the AHMPC with the CPG can
actively compensate for the packet losses, and mean-
while, in contrast to the conventional networked
MPC [16], has superior computational efficiency.

3) The separate installation of the auxiliary control law
κ(x) (local side) and the AHMPC scheme (remote side)
reduces the usage of the unreliable networks and gains
better control performance in the terminal set Xf as the
local controller is not subjected to the packet losses.

E. Resultant Control Law

The control law that affected by the possible packet losses,
buffering procedures, judge mechanism, and local controller
can be rewritten in a compact form. Denote three time
sequences by {tl(k)}k=0, {tr,s(k)}k=0, and {tr,c(k)}k=0 with the



7442 IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS: SYSTEMS, VOL. 51, NO. 12, DECEMBER 2021

Algorithm 3: Overall System Evolution
Input: Initial state x0
Output: State evolution x(k) and control input u(k)
Initialization: Set x̂r(0) = x(0) = x0,
tl(0) = tr,s(0) = tr,c(0) = 0, bll(0) = 0, sll(0) = 0,
performing AHMPC yields control sequence ur(0).
Let blr(0) = brr(0) = ur(0), and u(0) is then obtained;
for k = 1, 2, . . . do

measure the current state: obtain x(k);
BufferL(x̂L) and BufferL(uR) provides x̂l(k) and
tr,c(k − 1);
if x(k) ∈ Xf then

tl(k) = k;
the S/CSG obtains ul(k) and x̂l(k);
set bll(k) = ul(k), sll(k) = x̂l(k);
u(k) = ul(k), generate x(k + 1);

else
tl(k) = tl(k − 1);
determine data packet X(k) based on (16);
if tr,s(k) > tcp(k) then

update tr,s(k), x̂r(k)=generateES(Y(k));
estimate N(k) = estimatePH(x̂r(k));
perform MPC and CPG to obtain ur(k);

end
update brr(k), blr(k), bll(k), sll(k) and tr,c(k)
based on (17), (12), (13), (14) and (10);
select control input u(k) according to (15), and
generate x(k + 1);

end
end

meaning being mentioned before. Define another sequence
{ts(k)}k=0 � {max{tr,s(k), tl(k)}}k=0 to represent the latest
time when the state is used by the local or remote con-
troller. We iteratively define the sequence {qi}i=0 by letting
qi+1 = infk{tl(k)|tl(k) > tl(qi)} with q0 = 0, which records the
time that the local controller is selected. We also define {pi}i=0
to denote the time sequence that the received control packet
is accepted by BufferL(uR) via pi+1 = infk{tr,c(k)|tr,c(k) >

tr,c(pi)} with p0 = 0, for any k, there exist i and j such that
qi ≤ k < qi+1 and pj ≤ k < pj+1. Let mij = max{qi, pj},
m̄ij = min{qi+1, pj+1}, then the control law is written via

u(k) = φts(k)

(
k − mij

)
, mij ≤ k < m̄ij (20)

where φts(k) � col{φts(k)(0), φts(k)(1), . . . , φts(k)(N̄d − 1)} that
computed based on the actual state x(ts(k)), and

φts(k)

(
k − mij

)
=
{

vk−qi(qi|ts(k)), qi = mij
νk−pj

(
pj|ts(k)

)
, pj = mij

with vk−qi(k|ts(k)) representing the k − qi + 1th element of
control sequence ur(qi) and νk−pj(k|ts(k)) the k − pj + 1th
element of sequence ul(pj).

IV. STABILITY ANALYSIS

In this section, we introduce some basic assumptions, and
then based on which prove the robust stability.

We first iteratively define a mapping of state evolu-
tion as f j(x(k),φts(k)([0 : j − 1]), w([k : k + j − 1])) �
f (f j−1(x(k),φts(k)([0 : j − 2]), w([k : k + j − 2])), φts(k)(j −
1), w(k + j − 1)), ∀j = 1, 2, . . . , m̄ij − mij, where w([k : k +
j − 1])) ∈ W

j and f 0(x,φts(k)([0 : − 1]), w) = x. Further, we
iteratively define a K function γi via γi+1 = ϕx ◦ γi + ϕw with
γ1 = ϕw, then we obtain ‖f j(x(k),φts(k)([0 : j−1]), w([k : k+
j − 1])) − f j(x(k),φts(k)([0 : j − 1]), 0)‖ ≤ γj(‖w‖).

Assumption 4: The compact set XMPC satisfying {0} ⊂
XMPC ⊆ X and XMPC ⊆ XNmax � Bn(γN̄d

(‖w‖)) is an RPI
set for the mapping f j(x(k),φts(k)([0 : j − 1]), w([k : k + j −
1])) ∀j = 1, 2, . . . , N̄d, where XNmax is a set of feasible states,
i.e., the state from which can be steered into Xf within Nmax
steps by using an admissible control sequence.

Remark 2: The feasibility of the proposed MPC algorithm
is guaranteed by this assumption that is also seen in [16]. Due
to the possible consecutive packet losses (with maximum num-
ber N̄d), the set XMPC should be the RPI set for all mappings
f j(.), j = 1, . . . , N̄d. In fact, the existence of such compact set
is guaranteed if the disturbance small enough.

Assumption 5: There exist class K functions αl, αF , ϕl, ϕF ,
and ϕ

[N]
V dependent on prediction horizon N such that the

following inequalities hold for all x, y ∈ X, u ∈ U:

l(x, u) ≥ αl(‖x‖), l(0, 0) = 0 (21)

|l(x, u) − l(y, u)| ≤ ϕl(‖x − y‖) (22)∣∣∣V0
N(x) − V0

N(y)
∣∣∣ ≤ ϕ

[N]
V (‖x − y‖), V0

N(0) = 0 (23)

and the following inequalities hold for all x, y ∈ Xf :

F(x) ≥ αF(‖x‖), F(0) = 0 (24)

|F(x) − F(y)| ≤ ϕF(‖x − y‖). (25)

The local K-continuous assumptions on stage cost (22) and
terminal costs (25) are often employed to derive the stability
results (see [28], [34]), while the continuous assumption of the
optimal value function (23) is often used to bound the effects
of the disturbance on the optimal value function [15]. Since
we have set the maximum prediction horizon Nmax, (23) can
be rewritten as∣∣∣V0

N(x) − V0
N(y)

∣∣∣ ≤ ϕV(‖x − y‖) (26)

where ϕV is the pointwise maximum for all possible prediction
horizon N, i.e., ϕV � max{ϕ[1]

V , . . . , ϕ
[Nmax]
V }. It can be easily

verified that ϕV is also a K function.
By introducing these assumptions, we derive the stability

result in the remaining part. Before proceeding, we introduce
some notions and lemmas for ease of presentation.

Let x̂(k|k′) represent the estimated state x̂r(k) that is com-
puted based on the latest actual state x(k′). Note that k′ =
ts,r(k) and x̂(k|k) = x(k). Similarly, we use x̂j(k|k′) to rep-
resent the predicted state of the MPC algorithm with initial
state x̂(k|k′), i.e., x̂j(k|k′) = f j(x̂(k|k′), uR([0:j − 1]), 0), 0 ≤
j ≤ Nmax. Let K = {ki}i=0 ⊆ N≥0 be the time sequence when
either the local controller is adopted or new control packet
is accepted by the BufferL(uR). We define the time sequence
{k−

i }i=0 � {ts,r(ki)}i=0 that will be used in the following anal-
ysis. We assume that k0 = k−

0 = 0. Define 
i � ki+1 − ki
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and δi � ki − k−
i . We also define the following cost function

dependent on the actual state, optimal control sequence and
the time-varying prediction horizon

JN(k)(x(k)) =
N(k)−1∑

j=0

l
(

x̂j(k|k), v∗
j (k)

)
+ F

(
x̂N(k)(k|k)

)
(27)

where JN(k)(x(k)) = F(x(k)) if N(k) = 0, and x̂j(k|k) =
f (x̂j−1(k|k), v∗

j−1(k), 0) with x̂0(k|k) = x(k).
The following lemma explores the upper bound of the esti-

mation error and specifies the discrepancy between the cost
function (27) and the optimal value function (18).

Lemma 1: If Assumptions 1 and 5 hold, then we have∥∥x̂j(k|k) − x̂j(k|k′)
∥∥ ≤ ϕj

x ◦ γk−k′(‖W‖) (28)

with ϕ
j
x = ϕx(ϕ

j−1
x ), ϕ0

x (b) = b, and for any prediction horizon
1 ≤ N ≤ Nmax, we have∣∣∣JN(x(k)) − V0

N

(
x̂(k|k′)

)∣∣∣ ≤ ϕJ ◦ γk−k′(‖W‖) (29)

where ϕJ = max{ϕ[1]
J , . . . , ϕ

[Nmax]
J } is a class K function and

ϕ
[N]
J = ∑N−1

j=0 ϕl ◦ ϕ
j
x + ϕF .

Proof: 1) Inequality (28) can be directly obtained by recur-
sively using to Assumption 1. The proof can also be found
in [15, Lemma 1].

2) According to the definitions, we obtain∣∣∣JN(x(k)) − V0
N

(
x̂(k|k′)

)∣∣∣
≤

N−1∑
j=0

∣∣∣l(x̂j(k|k), v∗
j (k)

)
− l

(
x̂j(k|k′), v∗

j (k)
)∣∣∣

+∣∣F(x̂N(k|k)) − F
(
x̂N(k|k′)

)∣∣
≤

N−1∑
j=0

ϕl
(∥∥x̂j(k|k) − x̂j(k|k′)

∥∥)

+ϕF
(∥∥x̂N(k|k) − x̂N(k|k′)

∥∥)
≤ ϕJ

(∥∥x(k) − x̂(k|k′)
∥∥) ≤ ϕJ ◦ γk−k′(‖W‖). (30)

These complete the proof.
Theorem 1: Consider the system in (1) with the designed

control scheme. Suppose that Assumptions 1–5 hold, and if
the initial state satisfies x0 ∈ XMPC, then the overall system is
ISpS, i.e., there exists a KL function β, a K function γ , and
a constant c ≥ 0 such that

‖x(k)‖ ≤ β(‖x0‖, k) + γ (‖W‖) + c ∀k ≥ 0. (31)

Proof: Take the cost function JN(k)(x(k)) defined in (27) as
a Lyapunov function candidate. In the following, we first dis-
cuss the difference between the Lyapunov functions at two
consecutive control sequence update instants ki, ki+1 ∈ K,
i.e., the time when x(k) ∈ Xf or when a new remote control
packet is accepted by BufferL(uR), which is a routine in the
Lyapunov-based method. Four scenarios are shown in Fig. 4,
including: (a) x(ki) /∈ Xf and x(ki+1) /∈ Xf ; (b) x(ki) ∈ Xf

and x(ki+1) /∈ Xf ; (c) x(ki) /∈ Xf and x(ki+1) ∈ Xf ; and (d)
x(ki) ∈ Xf and x(ki+1) ∈ Xf . All these scenarios reflecting
the switchings between the two controller are likely to occur,

Fig. 4. Four scenarios of the state at the two consecutive control sequence
update instants. (a) x(ki) /∈ Xf and x(ki+1) /∈ Xf . (b) x(ki) ∈ Xf and x(ki+1) /∈
Xf . (c) x(ki) /∈ Xf and x(ki+1) ∈ Xf . (d) x(ki) ∈ Xf and x(ki+1) ∈ Xf . If
x(k) ∈ Xf , the local controller (representing by “•”) is used; otherwise, the
remote one (representing by “◦”) is used.

and thus should be considered. Note that when x(k) ∈ Xf ,
N(k) = 0; otherwise, N(k) > 0.

For scenario Fig. 4(a), the remote controller is adopted
during time interval [ki, ki+1], then we have

JN(ki+1)(x(ki+1)) − JN(ki)(x(ki))

≤ JN(ki+1)(x(ki+1)) − V0
N(ki+1)

(
x̂
i

(
ki|k−

i

))
+V0

N(ki+1)

(
x̂
i

(
ki|k−

i

)) − V0
N(ki)

(
x̂
(
ki|k−

i

))
+V0

N(ki)

(
x̂
(
ki|k−

i

)) − JN(ki)(x(ki)). (32)

First, we analyze V0
N(ki+1)

(x̂
i(ki|k−
i )) − V0

N(ki)
(x̂(ki|k−

i ))

by constructing a feasible control sequence for predicted
state x̂
i(ki|k−

i ). If N(ki+1) = N(ki) − 
i, we consider
the control sequence u#(ki+1) = {v∗


i
(ki), . . . , v∗

N(ki)−1(ki)}
and if N(ki+1) > N(ki)−
i, we set u#(ki+1) = {v∗


i
(ki),

. . . , v∗
N(ki)−1(ki), v#

N(ki)
, . . . , v#


i+N(ki+1)−1}, where v#
j =

κ(x̂j(ki|k−
i )), x̂j+1(ki|k−

i ) = f (x̂j(ki|k−
i ), κ(x̂j(ki|k−

i )), 0) ∀j =
N(ki), . . . , N(ki+1) + 
i − 1. By applying Assumption 3, we
have

V0
N(ki+1)

(
x̂
i

(
ki|k−

i

)) − V0
N(ki)

(
x̂
(
ki|k−

i

))

≤

i+N(ki+1)−1∑

j=N(ki)

(
l
(

x̂j
(
ki|k−

i

)
, v#

j (ki)
)

− F
(
x̂j
(
ki|k−

i

))

+F
(
x̂j+1

(
ki|k−

i

)))−

i−1∑
j=0

l
(

x̂j
(
ki|k−

i

)
, v∗

j (k)
)

≤ −l
(
x(ki), v∗

0(ki)
) + l

(
x(ki), v∗

0(ki)
) − l

(
x̂
(
ki|k−

i

)
, v∗

0(ki)
)

≤ −αl(‖x(ki)‖) + ϕl ◦ γδi(‖W‖). (33)

Second, the discrepancy between V0
N(ki)

(x̂(ki|k−
i )) and

JN(ki)(x(ki)) has been studied in Lemma 1, i.e.,∣∣∣JN(ki)(x(ki)) − V0
N(ki)

(
x̂
(
ki|k−

i

))∣∣∣ ≤ ϕJ ◦ γδi(‖W‖). (34)

Third, we study JN(ki+1)(x(ki+1)) − V0
N(ki+1)

(x̂
i(ki|k−
i )).

However, the control sequences in JN(ki+1)(x(ki+1)) and in
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V0
N(ki+1)

(x̂
i(ki|k−
i )) are inconsistent, then Lemma 1 is not

directly applicable. By utilizing Assumption 5, Lemma 1
and (30), we have∣∣∣JN(ki+1)(x(ki+1)) − V0

N(ki+1)

(
x̂
i

(
ki|k−

i

))∣∣∣
≤
∣∣∣JN(ki+1)(x(ki+1)) − V0

N(ki+1)

(
x̂
(
ki+1|k−

i+1

))∣∣∣
+
∣∣∣V0

N(ki+1)

(
x̂
(
ki+1|k−

i+1

)) − V0
N(ki+1)

(
x̂
i

(
ki|k−

i

))∣∣∣
≤ αa1(‖W‖) (35)

where αa1 = ϕJ ◦ γδi+1 + ϕV ◦ ϕ
δi+1
x ◦ γδi+
i−δi+1 .

Incorporating (33), (30), and (35) yields

JN(ki+1)(x(ki+1)) − JN(ki)(x(ki)) ≤ −αl(‖x(ki)‖) + αa(‖W‖)
(36)

where αa = ϕJ ◦ γδi + αa1 + ϕl ◦ γδi .
For scenario Fig. 4(b), the local controller is used at time ki

but then the plant state leaves Xf . During the time interval
[ki, ki+1), the control inputs are provided by BufferL(uL).
When x ∈ Xf , the Lyapunov function becomes F(x). Then,
analyzing JN(ki+1)(x(ki+1)) − F(x(ki)) obtains

JN(ki+1)(x(ki+1)) − F(x(ki))

≤ JN(ki+1)(x(ki+1))

+
N(ki+1)+
i−1∑

j=0

(
l
(

x̂j(ki|ki), ν
#
j (ki)

)
− F

(
x̂j(ki|ki)

)

+F
(
x̂j+1(ki|ki)

))

−

i−1∑
j=0

l
(

x̂j(ki|ki), ν
#
j (ki)

)
− F

(
x̂N(ki+1)+
i

(ki|ki)
)

−
N(ki+1)−1∑

j=0

l
(

x̂j+
i(ki|ki), ν
#
j+
i

(ki)
)

≤ JN(ki+1)(x(ki+1)) − V0
N(ki+1)

(
x̂
i(ki|ki)

)

−

i−1∑
j=0

l
(

x̂j(ki|ki), ν
#
j (ki)

)

≤ −

i−1∑
j=0

l
(

x̂j(ki|ki), ν
#
j (ki)

)
+ αb(‖W‖)

≤ −αl(‖x(ki)‖) + αb(‖W‖) (37)

where αb = ϕJ ◦ γδi+1 + ϕV ◦ ϕ
δi+1
x ◦ γ
i−δi+1 . The feasi-

ble control input is ν#
j (ki) = κ(x̂j(ki|ki)), and x̂j(ki|ki) =

f (x̂j−1(ki|ki), ν
#
j−1(ki), 0) with x̂0(ki|ki) = x(ki), j =

0, 1, . . . , N(ki+1) + 
i − 1.
For scenario Fig. 4(c), the adopted controller is switched

from the remote controller to the local one at time ki+1.
During the time interval [ki, ki+1), BufferL(uR) provides the
control signal. In contrast to scenario Fig. 4(b), we mainly
study F(x(ki+1)) − JN(ki)(x(ki). Two cases, 
i ≥ N(ki) and

i < N(ki), are both considered. For 
i ≥ N(ki), we have

F(x(ki+1)) − JN(ki)(x(ki))

≤ F(x(ki+1)) − V0
N(ki)

(
x̂
(
ki|k−

i

))

+V0
N(ki)

(
x̂
(
ki|k−

i

)) − JN(ki)(x(ki))

≤ F(x(ki+1)) − V0

i

(
x
(
ki|k−

i

))

+

i−1∑

j=N(ki)

(
F
(
x̂j+1

(
ki|k−

i

)) + l
(

x̂j
(
ki|k−

i

)
, v#

j (ki)
)

−F
(
x̂j
(
ki|k−

i

))) + ϕj ◦ γδi(‖W‖)

≤ −

i−1∑
j=0

l
(

x̂j
(
ki|k−

i

)
, v∗

j (ki)
)

+ αc1(‖W‖)

≤ −αl(‖x(ki)‖) + αc(‖W‖) (38)

where αc1 = ϕj ◦ γδi +ϕF ◦ γ
i+δi and αc = αc1 +ϕl ◦ γδi . For

i < N(ki), we directly obtain

F(x(ki+1)) − JN(ki)(x(ki)) ≤ −αl(‖x(ki)‖) + ε (39)

where ε � maxx∈Xf F(x). Combining both cases yields

F(x(ki+1)) − JN(ki)(x(ki))

≤ −αl(‖x(ki)‖) + αc(‖W‖) + ε. (40)

For scenario Fig. 4(d), local controller is activated at time
instants ki and ki+1. By similar method in scenario Fig. 4(b),
we have

F(x(ki+1)) − F(x(ki)) ≤ −

i−1∑
j=0

l
(
x̂j(ki|ki), κ

(
x̂j(ki|ki)

))

− F
(
x̂
i(ki|ki)

) + F(x(ki+1))

≤ −αl(‖x(ki)‖) + ϕF ◦ γδi(‖W‖). (41)

In fact, if without disturbance, the terminal set Xf is positive
invariant for system (1) with w(k) ≡ 0 and u(k) = κ(x(k)),
thus ki+1 = ki + 1 as no packet loss occurs.

Incorporating the results of four scenarios, we obtains

JN(ki+1)(x(ki+1)) − JN(ki)(x(ki))

≤ −αl(‖x(ki)‖) + γ̄ (‖W‖) + ε (42)

where γ̄ = max{αa, αb, αc, ϕF ◦ γδi}.
In order to obtain the ISpS result, we follow a similar line

as in [15]. First, we prove that there exist two K∞ functions
α1 and α2 such that

α1(‖x‖) ≤ JN(x) ≤ α2(‖x‖) (43)

holds for all x ∈ XMPC and 0 ≤ N ≤ Nmax. We can directly let
α1 = min{αl, αF} from Assumption 5, then we only need to
find α2. Notice that when x ∈ Xf , N = 0 and JN(x) = F(x) ≤
ϕF(‖x‖). To obtain the upper bound of JN(x) in XMPC, we
use the arguments stated in [35, Lemma 4]. There exists J̄
such that JN(x) ≤ J̄ for all x ∈ XMPC due of the compactness
of XMPC and U. Define Br = {x ∈ R

n : ‖x‖ ≤ r} as a ball
such that Br ⊂ Xf . Let ξ = max{1, J̄/ϕF(r)}. Observed that
if x /∈ Xf , we have ϕF(‖x‖) > ϕF(r) and

JN(x) ≤ J̄ ≤ J̄

ϕF(r)
ϕF(‖x‖).

That is, we can set α2(‖x‖) = ξϕF(‖x‖) for x ∈ XMPC.
Next, it should be noted that Assumption 4 guarantees that

x(ki) ∈ XMPC for all ki. Incorporating (42) and (43), and based
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on [29, Th. 1], we obtain that there exists a KL function β̂

and K functions γ̂ and ρ̂ which gives for all ki ∈ K

‖x(ki)‖ ≤ β̂(‖x(k0)‖, ki − k0) + γ̂ (‖W‖) + ρ̂(ε).

According to the inequality (43), we can claim that there exist
β̃ ∈ KL, γ̃ ∈ K, and ρ̃ ∈ K such that

JN(ki)(x(ki)) ≤ β̃
(
JN(k0)(x(k0)), ki − k0

) + γ̃ (‖W‖) + ρ̃(ε).

In the remaining part of the proof, we explore the upper
bound of ‖x(k)‖ for k > k0 and k /∈ K. By employing (43),
we obtain the lower bound of the optimal value function

JNmax(x(ki)) ≥
Nmax−1∑

j=0

αl
(∥∥x̂j(ki|ki)

∥∥)

≥ αl

⎛
⎝ 1

Nmax

Nmax−1∑
j=0

∥∥x̂j(ki|ki)
∥∥
⎞
⎠ (44)

where the second inequality holds because of the inequality
introduced and proved in [36]: (1/n)(αl(a1) + · · · + αl(an)) ≤
αl(a1 + · · · + an) ≤ αl(na1) + · · · + αl(nan) with αl ∈ K.

By applying (44) and Assumption 5, we obtain

Nmaxα
−1
l

(
JNmax(x(ki))

) ≥ ‖x(ki)‖+
Nmax−1∑

j=1

∥∥x̂j(ki|ki)
∥∥

≥ ‖x(ki)‖+
Nmax−1∑

j=1

(‖x(ki+j)‖−γj(‖W‖))

≥ −
Nmax−1∑

j=0

γj(‖W‖)+

i−1∑
j=0

‖x(ki+j)‖

(45)

where x(ki + j) = f j(x(ki),φts(ki)
([0 : j − 1]), w([ki : ki + j −

1])) is the actual state, and φts(ki)
is defined in (20). The last

inequality holds because of ki+1 − ki ≤ N̄d ≤ Nmax.
Since V0

Nmax
(x(ki|k−

i )) ≤ V0
N(ki)

(x(ki|k−
i )) [28], we have

JNmax(x(ki)) − JN(ki)(x(ki)) ≤ JNmax(x(ki)) − V0
Nmax

(
x
(
ki|k−

i

))
+V0

N(ki)

(
x
(
ki|k−

i

))−JN(ki)(x(ki))

≤ 2ϕJ ◦ γδi(‖W‖). (46)

Combining the above results gives

‖x(k)‖ ≤

i−1∑
j=0

‖x(ki + j)‖

≤ Nmaxα
−1
l

(
JNmax(x(ki))

) +
Nmax−1∑

j=0

γj(‖W‖)

≤ Nmaxα
−1
l

(
JN(ki)(x(ki)) + 2ϕJ ◦ γδi(‖W‖))

+
Nmax−1∑

j=0

γj(‖W‖)

≤ Nmaxα
−1
l

(
2JN(ki)(x(ki))

) + γ̌ (‖W‖)
≤ Nmaxα

−1
l

(
2
(
β̃
(
JN(k0)(x(k0)), ki − k0

) + γ̃ (‖W‖)

+ ρ̃(ε)
))

+ γ̌ (‖W‖)
≤ β(‖x(k0)‖, k − k0) + γ (‖W‖) + c (47)

for all k ∈ {ki, . . . , ki+1 − 1}, where

γ̌ (‖W‖) = Nmaxα
−1
l

(
4ϕJ ◦ γδi(‖W‖))

γ (‖W‖) = γ̌ (‖W‖) + Nmaxα
−1
l (6γ̃ (‖W‖))

β(‖x(k0)‖, k − k0) = Nmaxα
−1
l

(
6β̃(α2(‖x(k0)‖), ki − k0)

)

c = Nmaxα
−1
l (6ρ̃(ε)).

Since k0 = 0, the proof is then completed.
Notice that the constant c appears in (31) because the case

of 
i < N(ki) may occur in scenario Fig. 4(c). In fact, such
case can be avoided by making use of the knowledge of
the prediction horizon N(tr,c(k)). Let Nj(k) be the estimated
prediction horizon at the judger side, then the update of Nj(k)
is Nj(k) � max{0, N(tr,c(k)) − (k − tr,c(k))}. Based on Nj(k),
the selection rule of judger becomes the following rule.

Rule 2: If x(k) ∈ Xf and Nj(k) = 0, the local controller is
selected; otherwise, the remote one is selected.

Then, for scenario Fig. 4(c), we have tr,c(k) = ki and N(ki)

can be obtained from the received control sequence. If Nj(k) >

0 (N(ki) > k − ki), the local controller will never be selected,
which avoids the case of N(ki) > ki+1 − ki, where ki+1 here
refers to the time when the local controller is selected.

Corollary 1: Consider the system in (1) with the designed
control scheme. If Rule 2 is adopted, Assumptions 1–5 hold,
and x0 ∈ XMPC, then the overall system is ISS, i.e., there
exists a KL function β and a K function γ such that

‖x(k)‖ ≤ β(‖x0‖, k) + γ (‖W‖) ∀k ≥ 0. (48)

Proof: Since the case of 
i < N(ki) in scenario Fig. 4(c)
is avoided, Expression (42) becomes

JN(ki+1)(x(ki+1)) − JN(ki)(x(ki)) ≤ −αl(‖x(ki)‖) + γ̄ (‖W‖).
(49)

Then, following the similar lines of Theorem 1, the ISS of the
system can be established.

Remark 3: When considering the disturbance-free system,
i.e., w(k) ≡ 0 in system (1), the term γ (‖W‖) in (31) vanishes
while the constant c remains. It seems that the asymptotical
stability result cannot be established accordingly. Indeed, this
result can be derived from another aspect. For any initial state
x0 ∈ XNmax with XNmax being defined in Assumption 4, if
x0 ∈ Xf , then the asymptotical stability can be easily obtained
on the basis of Assumption 3. For x0 ∈ XNmax/Xf , we only
need to prove that the state can be steered into Xf in finite
steps. It can be proved by contradiction. Suppose that the state
will not enter Xf forever, then based on (36), there exists a
positive integer j such that JN(kj)(x(kj)) < 0, which contradicts
with the positive definiteness of JN(k)(x(k)).

V. NUMERICAL EXAMPLE

Consider a networked cascaded two-tanks system with the
overall configuration being depicted in Fig. 5. The operations
of all these components (including the judger, local controller,
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Fig. 5. Configuration of the networked dual-mode AHMPC scheme for a
cascaded two-tanks system.

TABLE I
PARAMETERS AND NOMINAL OPERATING CONDITIONS

and remote controller) as well as the data exchange among
them follow the rules introduced in Section III. The plant is
modeled by the following nonlinear system [37]:

ḣ1 = −A1

S1

√
2gh1 + 1

ρS1
v + w1

ḣ2 = A1

S2

√
2gh1 − A2

S2

√
2gh2 + w2 (50)

where h1 and h2 are the states representing the water levels
of both tanks, v is the input denoting the water flow supplied
to tank 1, w1 and w2 are the external disturbance satisfying
|wi| ≤ 0.05, i = 1, 2, and the other related symbols are given
in Table I. Our aim is to design the control signal such that
the water level of tank 2 reaches to its set-point he

2 = 105 cm
and meanwhile the control and state constraints are satisfied

1 ≤ h1 ≤ 55, 10 ≤ h2 ≤ 200, 0 ≤ v ≤ 4.

Note that the stationary operation conditions of the system are
he

1 = 20.7407, he
2 = 105, and ve = 1.8146, then the discrete-

time nonlinear system (1) is obtained by letting x1 = h1 − he
1,

x2 = h2 − he
2, u = v − ve, and then using the forward-Euler

discretized method with sampling interval Ts = 5 s.
For the MPC settings, the stage cost and terminal cost are

chosen as l(x, u) = xTQx + uTRu and F(x) = xTPx, where
Q = diag{0.3, 1.0} and R = 0.1. By adopting the method
proposed in [38], the auxiliary control law (local controller)
is designed based on LQR

κ(x) = [−0.5218 −0.6551
]
x

the positive matrix P is determined as

P =
[

0.6328 0.7765
0.7765 6.5545

]

Fig. 6. Height of tank 1.

Fig. 7. Height of tank 2.

and the terminal set Xf is chosen as

Xf = {
x : xTPx ≤ 1.5

}
.

The maximum prediction horizon is Nmax = 30, which is also
the prediction horizon of the fixed-horizon MPC. Besides, we
set H = 2 and M = 5 for the PHE (Algorithm 2).

The initial water levels of the two tanks are h1(0) = 15 and
h2(0) = 20. In order to show the robustness of the proposed
scheme, an abrupt change of water level of tank 2 occurs at
k = 50. We assume the maximum length of the consecutive
packet losses of two networks is Ns = 3 and Nc = 4, then the
control packet length and the lengths of the associated buffers
are N̄d = 7. In the simulation, the FHOCP is solved by using
the MATLAB function fmincon on an Intel i5-6500 3.2-GHz
CPU.

The efficiency of the proposed control scheme is verified
by comparing with the networked fixed-horizon MPC in [16].
The simulation results are shown in Figs. 6–10. Specifically,
the height levels of the two tanks are shown in Figs. 6 and 7,
respectively, and the input flow of tank 1 is depicted in Fig. 8.
It can be observed that the control objective can be achieved
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Fig. 8. Control input.

Fig. 9. Time-varying prediction horizon.

Fig. 10. Computation time of FHOPC.

for both control schemes while the state and control constraints
are satisfied. Fig. 9 illustrates the time-varying prediction hori-
zon obtained by the PHE algorithm (Algorithm 2), and Fig. 10

TABLE II
AVERAGE COMPUTATIONAL TIME AND CONTROL COST

presents the computing time at each time step to evaluate
the computational complexity for both two control schemes.
Table II shows the average computing time and control cost
(defined as J �

∑T−1
k=0 xT

k Qxk +uT
k Ruk, T is the operating time)

for the non-networked MPC (without packet losses) [28], net-
worked MPC [16], and our control scheme, respectively. For
the networked MPC, a lower average computing time and a
higher control cost are obtained when compared with the non-
networked MPC. This is because of the packet losses, the MPC
is not performed at each step and new control packet may be
lost. For our control scheme, i.e., the networked dual-mode
AHMPC, the prediction horizon tends to decrease as the plant
state approaches the terminal set and equals to 0 when the state
is in the terminal set. Therefore, the average computing time
is significantly reduced (about a 77.76% decrease). Due to the
packet-based control compensation scheme, the degradation
of control performance is not serious compared with the non-
networked MPC [28]. Besides, the control cost is comparable
to that of the networked MPC [16] because the time-varying
prediction horizon degrades the control performance on the
one hand while the local controller without packet losses may
reduce the control cost on the other.

VI. CONCLUSION

We have studied the stabilization issue for a class of per-
turbed discrete-time nonlinear system with MPC-based control
scheme. To mitigate the demand of computation resource and
reduce the time for solving the FHOCP, a networked dual-
mode AHMPC scheme has been proposed. Specifically, the
control architecture includes a local state-feedback controller,
an AHMPC-based remote controller that suffers from packet
losses, and a judger determining the switchings between the
two controllers. To prove the stability of the proposed control
scheme, we have constructed a new Lyapunov function. By
analyzing the decrease of the Lyapunov function, and speci-
fying the difference between the Lyapunov function and the
optimal MPC value function, the ISpS of the overall system
has been established. Finally, the effectiveness of our proposed
control scheme has been verified by a numerical example.
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